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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
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3
Rationale

Amongst other study objectives in [1], WT-1.2 addresses the issue about the estimation of containerized VNF energy consumption:
“

WT-1: Left-over SA5 topics from Rel-18 

WT-1.1 Study new or enhanced Energy Consumption (EC) and Energy Efficiency (EE) KPIs and measurements, e.g. for new types of network slices, RAN sharing, etc.

WT-1.2 Consideration of containerized VNFs, study enhancements to virtualized NF EC KPIs, including containerized VNF/VNFCs, and possible impacts to metrics collected from NFV MANO so as to be able to estimate their energy consumption based on e.g. their virtual CPU usage, virtual memory usage, etc.

WT-1.3 Study new use cases, requirements and solutions for energy efficiency and energy saving, applying to NG-RAN and/or 5GC and/or network slicing, (including but not limited to intent based, analytics based and AI/ML assisted energy saving)

WT-1.4 Study deployment scenarios involving multiple actors, e.g. in case of passive RAN sharing, active RAN sharing, MNO VNFs hosted on private cloud or public cloud, etc.

”.

This contribution proposes to introduce a potential solution to the use case #1 (Estimation of containerized VNF/VNFC energy consumption) of TR 28.880 [3].
4
Detailed proposal

This document proposes the following changes in TR 28.880 [2].

	1st Change


3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

CE
Carbon Emission
CISM
Container Infrastructure Service Management
CEE
Carbon Emission Efficiency

CEF
Carbon Emission Factor
MCIO
Managed Container Infrastructure Object
REF
Renewable Energy Factor

	Next Change


5.1
Use case #1:  Estimation of containerized VNF/VNFC energy consumption
5.1.1
Description

In Rel-18, in order to be able to estimate the energy consumption of 5GC Network Functions, the 3GPP management system estimates the energy consumption of VNF/VNFCs which compose the 5GC NFs. To achieve this, it collects, from NFV-MANO, metrics such as mean virtual CPU usage, mean virtual disk usage, mean virtual memory usage and I/O traffic for all VNF/VNFCs which compose the 5GC NFs.

The existing definition of the Energy Consumption (EC) of VNF/VNFCs (see TS 28.554 [2] – clauses 6.7.3.1.2 and 6.7.3.1.3) is valid for VM-based VNFs, i.e. when VNF/VNFC(s) are implemented on Virtual Machine(s) (VM).

However, according to ETSI ISG NFV, VNF/VNFCs may also be implemented using OS container technology (see e.g. [3] and [4]).

In the context of this use case, a VNF (respectively VNFC) running using OS container technology is called a 'containerized VNF' (resp. 'containerized VNFC'), and is similar to a ‘containerized workload’ as defined in ETSI GS NFV-IFA 040 [4] clause 3.1.

This use case addresses the situation in which the network operator wants to estimate the energy consumption of 5GC NFs which are based on containerized VNF/VNFCs, using NFV-MANO.

Editor’s note: this use case and the related potential requirements have dependency on the future version of DGS/NFV-IFA027 (see latest available version in [5]) expected end of May 2024, with a first publication version in Release 5 as v5.1.1.
5.1.2
Potential requirements

REQ-Energy_Consumption_Containerized-CON-1: The 3GPP management system should be able to estimate the energy consumption of 5GC NFs based on containerized VNF/VNFCs.

REQ-Energy_Consumption_Containerized-CON-2: The 3GPP management system should be able to expose the energy consumption of 5GC NFs based on containerized VNF/VNFCs to authorized consumer(s)
5.X.3
Potential solutions

5.X.3.i
Potential solution #<i>: Based on performance measurements produced by CISM 

5.X.3.i.1
Introduction

This potential solution is based on metrics collected by the 3GPP management system from ETSI NFV MANO and defined in ETSI GS NFV IFA 027 v5.1.1 [6] clause 7.4.

5.X.3.i.2
Description

5.X.3.i.2.1
Background
TS 28.554 [2] clause 6.7.3.1.1 defines the estimated energy consumption of a 5G Network Function as the sum of the measured energy consumption of its constituent PNF(s) and the estimated energy consumption of its constituent VNF(s):

[image: image1.emf]
TS 28.554 [2] clause 6.7.3.1.2 defines the estimated VNF energy consumption as the sum of the estimated energy consumption of its constituent VNFC(s):

[image: image2.emf]
TS 28.554 [2] clause 6.7.3.1.3 defines the estimated VNFC energy consumption as the estimated energy consumption of the virtual compute resource instance on which the VNFC runs.
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, where the energy consumption of the virtual compute resource instance is estimated based on either: 

- its mean vCPU usage, as per TS 28.554 [2] clause 6.7.3.1.4, or

- its mean vMemory usage, as per TS 28.554 [2] clause 6.7.3.1.5, or

- its mean vDisk usage, as per TS 28.554 [2] clause 6.7.3.1.6, or

- its I/O traffic volume, as per TS 28.554 [2] clause 6.7.3.1.7.
This is valid for VM-based VNF/VNFCs only.

In the existing solution (cf. TS 28.554 [2] clauses 6.7.3.1.3 to 6.7.3.1.7), one VNFC instance maps to one virtual compute resource instance, i.e. one virtual machine.

5.X.3.i.2.2
Working assumptions
In this potential solution, one VNFC instance maps to a Compute MCIO (cf. ETSI GS NFV-IFA 040 [4] clause 3.1) which maps to a group of one or more OS containers, as depicted in figure 5.X.3.i.2.2-1. 


[image: image4]
Figure 5.X.3.i.2.2-1: Relationships between VNF, VNFC, Compute MCIO and OS Container

Pod is an example of Compute MCIO in a Kubernetes® environment (cf. ETSI GS NFV-IFA 027 V5.1.1 [6] clause 6.2.10). Therefore, the relationships between VNF, VNFC, Pod and OS container are as depicted in figure 5.X.3.i.2.2-2.
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Figure 5.X.3.i.2.2-2: Relationships between VNF, VNFC, Pod and OS Container

When the VNFC is based on OS containers, the VNFC energy consumption can be estimated as the energy consumption of:

- the individual OS containers forming the group of one or more OS containers that realizes the VNFC:
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Equation 1: Estimated energy consumption of VNFC based on OS Container energy consumption
, where the energy consumption of the individual OS container can be estimated based on either: 

- its mean CPU usage, as per ETSI GS NFV IFA 027 v5.1.1 [6] clause 7.4.2, or

- its mean memory usage, as per ETSI GS NFV IFA 027 v5.1.1 [6] clause 7.4.4, or

- its mean usage of storage resource, as per ETSI GS NFV IFA 027 v5.1.1 [6] clause 7.4.10, or

, and/or

- the Compute MCIO conforming the group of one or more OS containers that realizes the VNFC:
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Equation 2: Estimated energy consumption of VNFC based on Compute MCIO energy consumption

, where the energy consumption of the Compute MCIO can be estimated based on either: 

- its number of incoming bytes, as per ETSI GS NFV IFA 027 v5.1.1 [6] clause 7.4.6.
This potential solution is valid for both deployment models: OS container on bare-metal and OS container on VM.

5.X.3.i.2.3
Definitions

The estimated energy consumption of the OS container X based on the mean CPU usage can then be defined as a proportion of the energy consumption of the NFVI node on which the OS Container X runs. This proportion is obtained by dividing the mean CPU usage of the OS container X, by the sum of the mean CPU usage of all OS container workloads running on the same NFVI Node as OS container X. The unit of this KPI is J.

NOTE:
The following definitions assume that the NFVI Node is only hosting OS containers and not of a mix of OS container with other kinds of workloads.
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Equation 3: Estimated energy consumption of OS Container Workload based on mean CPU usage

, where:

- MeanCPUUsage is the mean CPU usage of the OS container during the observation period, provided by ETSI NFV’s NFV-MANO (see clause 7.4.2 of ETSI GS NFV-IFA 027 [6]),

-   
[image: image9] is the sum of the mean CPU usage of all OS container running on the same NFVI Node during the same observation period, all separately provided by NFV-MANO (see clause 7.4.2 of ETSI GS NFV-IFA 027 [6]),

- ECNFVINode,measured is the energy consumption of the NFVI node on which the OS container run, measured during the same observation period, as per ETSI ES 202 336-12 [10].

The estimated energy consumption of the OS container X based on the mean memory usage can be defined as a proportion of the energy consumption of the NFVI node on which the OS container X runs. This proportion is obtained by dividing the mean memory usage of the OS container X, by the sum of the mean memory usage of all OS Container workloads running on the same NFVI Node as OS container X. The unit of this KPI is J.
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Equation 4: Estimated energy consumption of OS Container Workload based on mean memory usage

, where:

- MeanMemoryUsage is the mean memory usage of the OS container during the observation period, provided by NFV-MANO (see clause 7.4.4 of ETSI GS NFV-IFA 027 [6]),

-   
[image: image11] is the sum of the mean memory usage of all OS container running on the same NFVI Node during the same observation period, all separately provided by NFV-MANO (see clause 7.4.2 of ETSI GS NFV-IFA 027 [6]),

- ECNFVINode,measured is the energy consumption of the NFVI node on which the OS container runs, measured during the same observation period, as per ETSI ES 202 336-12 [10].

The estimated energy consumption of the OS container X based on the mean usage of storage resource can be defined as a proportion of the energy consumption of the NFVI node on which the OS container X runs. This proportion is obtained by dividing the mean usage of storage resource of the OS container X, by the sum of the mean usage of storage resource of all OS Container workloads running on the same NFVI Node as OS container X. The unit of this KPI is J.
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Equation 5: Estimated energy consumption of OS Container Workload based on mean storage usage

, where:

- MeanStorageResourceUsage is the mean usage of storage resource of the OS container during the observation period, provided by NFV-MANO (see clause 7.4.10 of ETSI GS NFV-IFA 027 [6]),

-   
[image: image13] is the sum of the mean usage of storage resource of all OS container running on the same NFVI Node during the same observation period, all separately provided by NFV-MANO (see clause 7.4.10 of ETSI GS NFV-IFA 027 [6]),

- ECNFVINode,measured is the energy consumption of the NFVI node on which the OS container runs, measured during the same observation period, as per ETSI ES 202 336-12 [10].

NOTE:
For all definitions above, only OS containers that are part of a Compute MCIO that is mapped to a VNFC are considered.
The estimated energy consumption of the Compute MCIO X (realizing the VNFC as a group of one or more OS containers) based on the number of incoming bytes can be defined as a proportion of the energy consumption of the NFVI node on which the Compute MCIO X runs. This proportion is obtained by dividing the number of incoming bytes of the Compute MCIO X, by the sum of the number of incoming bytes of all Compute MCIOs running on the same NFVI Node as Compute MCIO X. The unit of this KPI is J.
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Equation 6: Estimated energy consumption of Compute MCIO based on number of incoming bytes

, where:

- NumberOfIncomingBytes is the number of incoming bytes of the Compute MCIO during the observation period, provided by NFV-MANO (see clause 7.4.6 of ETSI GS NFV-IFA 027 [6]). Note that multiple interfaces can be associated to a Compute MCIO, and the total incoming bytes needs to consider the sum of incoming bytes for all relevant interfaces,

-   
[image: image15] is the sum of the number of incoming bytes of all Compute MCIOs running on the same NFVI Node during the same observation period, all separately provided by NFV-MANO (see clause 7.4.6 of ETSI GS NFV-IFA 027 [6]),

- ECNFVINode,measured is the energy consumption of the NFVI node on which the Compute MCIO runs, measured during the same observation period, as per ETSI ES 202 336-12 [10].

	End of change
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